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Approximate 

Computing for low-

energy, high-speed 

and area-efficient 

digital circuits and 

systems   

8    

primo anno   

The design optimization of digital circuits and systems typically consists in a three-dimensional trade-off 

among energy dissipation, area occupancy and computational speed. In the last decade, breaking such a 

trade-off has become very challenging since the breakdown of Dennard’s scaling, and as Moore’s and 

Koomey’s laws approaching their end. Therefore, newer devices, architectures, and design techniques have 

become extremely urgent, also due to the strict energy, speed and area-efficiency requirements dictated by 

the emerging Internet-of-Things applications. Approximate Computing (AC) is a recent design paradigm 

aiming to fill the gap between requirements and capabilities of current platforms. It consists in introducing a 

new dimension in the optimization space, accuracy, to significantly reduce the hardware complexity, energy 

consumption and computational time. AC can be applied in several application areas that are intrinsically 

resilient to computational errors, e.g., machine learning, sensor signal processing, data mining and 

multimedia. The degree of accuracy can span across all the vertical computing stack, starting from the 

algorithm level and going down to the circuit and device levels. Preferably, a cross layer interaction should be 

enabled to optimize the energy-area-speed-accuracy trade-off. 

In this course, we will describe the most recent techniques based on AC, focusing in particular on arithmetic 

circuits at transistor and logic level and on memory architectures. Moreover, we will present a general 

overview about how approximation can be leveraged at software and device levels. Finally, we will discuss 

about several application examples and computing platforms where AC can be applied, thus underlining the 

interdisciplinarity of such a design paradigm.   

Deep Learning and 

Statistical 

Learning   

8    

primo anno   

The course is aimed at reviewing a set of statistical and feature learning methods and tools which can be 

exploited in data science. We will start by studying probabilistic modeling, the problems of inference and 

parameter estimation, generative vs. discriminative learning, Bayesian learning. Within this framework, we 

will focus on the most prominent machine learning methods: Neural networks and Feature learning, latent 

variable modeling. We shall apply these mathematical tools to the problems of supervised, semi-supervised 

and unsupervised learning and to scenarios such as text and document modeling, image and video analysis, 

social network analysis, recommendation.   

Lipschitz Global 

Optimization   

8    

primo anno   

The course is dedicated to numerical solution of global optimization problems, where the objective function is 

multiextremal, non-differentiable, given as a “black box”, and hard to evaluate, i.e., each its evaluation even 

at one point requires large amounts of computational or temporal resources. Moreover, it is supposed that 

the objective function is Lipschitz continuous. This condition has a very practical meaning: in physical systems 

it means that the energy changes in the system described by the function are always limited.   

From Big Data to 

Big 

Multidimensional 

Data: Models, 

Issues, Challenges   

8    

primo anno   

Big data is gaining momentum in the research community, due to the several challenges posed by the 

management of such kind of data. Big data are relevant not only in the academic context, but also in the 

industrial context, where they play the major role. Indeed, several kinds of application are now exploiting big 

data, such as: Web advertisement, social network intelligence, e-science applications, smart city applications, 

and so forth. Among big data, big multidimensional data are a special case of big data that fully expose the 

“famous” 3V (volume, velocity, variety) and are of relevant interest at now. In this course, tailored to PhD 

students in Computer Science and Computer Engineering, we first investigate foundations of big data, critical 

state-of-the-art analysis, research challenges and industrial applications. After that, we move the attention on 

special lectures focused on big multidimensional data.   

IoT and Edge AI   8    

primo anno   

It is organized in 4 sessions, two mainly theoretical and two mainly practical, we will try to trace the approach 

path from IoT to edge computing, presenting, as a main result, the concept of TinyML, i.e. the use of machine 

learning in 1 mW devices. 

We will start with a description of what the IoT is and what are its various components, focusing on two 

relevant communication protocols: LoRaWAN, as a low power communication standard and MQTT as a widely 

used protocol to connect devices and services in a more flexible way than the classical REST (HTTP) based 

solutions. 

The next step, in the first practical session, will be to provide an overview of the data path, from the sensors 

through the different network components, gateways, networks servers, visualization platforms up to the "TIG 

stack" used to facilitate the collection, storage, visualization and generation of alerts from time series data. 

The next two sessions will justify the need for edge computing in IoT and describe TinyML, which is a rapidly 

growing area where machine learning technologies and applications, including hardware, algorithms and 

software, are capable of performing sensor data analysis on devices with extremely low power consumption, 

typically in the mW range and below, and thus enabling a variety of broader use cases targeting battery-

powered devices. The theory session will describe the process of using the TensorFlow Lite libraries and 

devices such as the Arduino Nano 33 BLE Sense and the hands-on session will use the Edge Impulse platform, 

currently the leading development platform for ML on edge devices, to build a real-time model using the 
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accelerometer, microphone or camera of a smartphone, how to collect data and train machine learning 

algorithms, and observe what happens live on the platform.   

Digital technologies 

and artificial 

intelligence law   

8    

primo anno   

The course focuses on the main legal aspects of digital technologies and artificial 

intelligence. 

The first part of the course is dedicated to general aspects, relating to the development of a legal notion of 

cyberspace and the analysis of different regulatory approaches. Subsequently, having acknowledged the 

disciplinary inadequacy of formal legislation, the issue of non-regulatory based regulatory systems is 

addressed. In this sense, the need for an "interdisciplinary" approach is recognized that can lead to the 

definition of legal rules "modeled on the nature of things" to be regulated. 

Specifically, the disciplinary potential of design is analyzed, i.e. the suitability of design standards in regulating 

digital phenomena in a much more incisive way than the laws in a formal sense. From the examination of the 

advantages and criticalities of such an approach - especially with regard to respect for fundamental rights and 

freedoms – we come to envisage a new model of regulation, based on the interaction between legal and 

technical factors, the result of which is to to arrive at the creation of a so-called norm "techno-juridical" which 

derives its binding character, in the light of the principle of horizontal subsidiarity. 

The second part of the course addresses the problem of the so-called cybersecurity, with regard to both digital 

activities and more specifically artificial intelligence. We come to the definition - also in the light of the main 

European regulatory interventions - of a "proceduralized" and "multiphase" security model, based on the 

subsidiary interaction between legal, technical and organizational-managerial factors. 

Subsequently, the issue of responsibility deriving from the production and management of artificial 

intelligence systems is dealt with, both in terms of existing legislation and in terms of European regulatory 

proposals.   

Active Learning   8    

primo anno   

In this course we start by introducing the general framework of active learning and then go into the details of 

the most relevant techniques defined in the literature emphasizing their advantages and drawbacks. The 

student will be involved in both a theoretical study of the various active learning techniques and invited to 

apply the theory to practical case studies.Active learning is a machine learning framework in which a learning 

algorithm interacts with a human expert (or another source of information) to classify fresh data points in 

order to add them to the pool of labeled instances. Indeed, since attaching class labels to data is generally 

costly and time consuming, Active Learning techniques aim at selecting the unlabeled data that give the best 

improvement in training good classifiers. 

Several active learning techniques have been defined in the literature that can usually be grouped into the 

following two main categories. Uncertainty based and Density based.   

Functional 

Programming for 

Big Data 

Processing   

8    

secondo 

anno   

Through the pervasive use of computers, smartphones and other digital objects, huge amounts of digital 

data are generated and collected. This data, commonly referred as Big Data, represents a challenge for 

the current storage, process, and analysis capabilities. To extract value from such data, novel architectures, 

programming models and frameworks have been developed in recent years for capturing and analyzing 

complex and/or high velocity data. The usage of high performance computers, such as Clouds and clusters, 

paired with parallel and distributed algorithms, are commonly used by data analysts to solve big data 

problems and obtain valuable information and knowledge in a reasonable time. 

This course introduces the most effective programming approaches for Big Data processing. In particular, the 

functional programming paradigm is introduced and it is discussed how Big Data processing frameworks use it 

to define scalable and distributed applications. Although functional programming has a long tradition, in the 

last few years it is becoming very popular, driven by the success of some languages, such as Scala, but also by 

the adoption of functional programming principles in mainstream languages like Java and Python. 

The course includes practical examples and real case studies aiming at highlighting how Apache Spark, 

one of the most popular frameworks for Big Data analysis, exploits functional programming for implementing 

scalable Big Data analysis applications.   

Numerical 

Computations on 

the Infinity 

Computer   

8    

secondo 

anno   

The course is dedicated to numerical calculus using infinite and infinitesimal numbers. The Infinity Computer is 

considered here as the main framework for this purpose. Examples of different challenging problems, where it 

can be applied, are presented during this course. In particular, it is demonstrated that it is possible in several 

cases to obtain high precision results dealing with infinite and infinitesimal numbers. Examples of a software 

implementation of such the framework are also presented as well as exercises on the respective arithmetics.   
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Advanced Deep 

Learning Models   

8    

secondo 

anno   

The topic of this course will be the presentation of two advanced Deep Learning models: Graph Neural 

Networks (GNNs) and Deep Reinforcement Learning (DRL). 

Graph Neural Networks are Deep Learning models used when the input data does not have a 

sequential (e.g. texts) or matrix (e.g. images) structure but can be modeled with a graph. The 

GNNs allow to associate to each node a data structure that summarizes its properties (embedding) and which 

is calculated by aggregating and processing the information of the node with that of the neighboring nodes 

that are at most a certain number of hops away from the node itself. This process can be performed with a 

message-passing mechanism which is very similar to how Convolutional Neural Networks (CNNs) extract 

features from images. 

The embeddings provide an easy way to do node-level, edge-level, and graph-level prediction 

tasks. GNNs are very powerful tools and are successfully applied in many different domains such as drug 

research, fraud detection, route planning and network optimization. 

Deep Reinforcement Learning models combine the Reinforcement Learning (RL) paradigm with Deep Learning. 

Reinforcement Learning requires an agent to operate in an environment by performing actions that change 

the state of the environment. The agent receives rewards and penalties and has the goal of maximizing his 

earnings. 

The agent's decisions are returned by a Deep Learning model that is trained in order to learn the most 

convenient actions. Deep Reinforcement Learning models have achieved super-human performance; as an 

example, they excel in robotic tasks and can beat human players in competitive games (e.g., Atari, StarCraft, 

Dota, and Go).   

Binary Analysis 

with Applications to 

Machine and Deep 

Learning   

8    

secondo 

anno   

Extracting usable information from executable files is a crucial task in nowadays computing, since it is the 

basis for a plethora of analyses performed in various fields of computer science and electronics. Analyzing 

binaries, thus figuring out the true properties of binary programs, however, is not a straightforward task. This 

is because during the analysis we have to deal with missing symbolic and type information, location-

dependent code and data, missing high-level abstraction, mixed code and data and so on. 

The course aims at giving a complete overview of the techniques, challenges, tools and applications of binary 

analysis, introducing fundamentals of both static and dynamic analysis. We will talk about techniques such as 

disassembling, debugging, binary instrumentation, taint analysis, symbolic execution and we will discuss 

approaches in security oriented scenarios and in other fields of interest as well. 

An important role in the course will be played by machine/deep learning and how these emerging topics can 

contribute in the context of binary analysis. Specifically, we will talk about (i) various machine/deep learning 

techniques as versatile approaches to solve binary analysis task, such as similarity detection and vulnerability 

discovery and (ii) applications of binary analysis as approaches for solving challenging learning tasks, such as 

authorship attribution and plagiarism detection.   

Quantum 

Computing and its 

Application to 

Machine Learning    

8    

secondo 

anno   

The course will introduce the basic elements of quantum information and quantum computation. Starting 

from the physical fundaments (principle of superposition, unitary evolution, principle of measurement), the 

course will introduce the students first to basic quantum gates, and then to quantum algorithms and quantum 

circuits. The course will discuss why, how, and in which contexts, a significant “quantum speedup” can be 

obtained by using quantum instead of classical computation. 

The course will expose the two most renowned quantum algorithms (Grover and Shor) and then will focus on 

the most recent applications of quantum computing to machine learning, with an eye to the applications 

fields for which both public and private companies are investing a huge amount of money: e-health, finance, 

etc.   

Data Stream 

Mining   

8    

secondo 

anno   

In this course, we will discuss the problem of learning from data streams generated by evolving nonstationary 

processes. It will overview the advances of techniques, methods, and tools that are dedicated to managing, 

exploit and interpreting data streams generated from time-evolving environments. In particular, the tutorial 

will examine the problems of learning classification and regression models from high-speed streams of non-

stationary data. How to design the experimental setup and evaluate those models. We will also discuss issues 

related to concept drift, change detection, and novelty detection. Auto-ML for data streams.   

Modelling and 

mining multilayer 

networks   

8    

secondo 

anno   

A multilayer network is a network (or graph) where nodes can be organised into sets, called layers, and the 

same node can belong to one or more of the layers. This allows us to model a wide range of systems of 

interconnected entities, for example social networks where different types of actors are connected through 

different types of ties ("working together", "being friend", etc.). After presenting the multilayer network 

model, this course focuses on the analysis of a specific type of multilayer network, known as multiplex, where 

there is only one type of actors but multiple types of connections. The course covers a selection of topics 

related to community detection, layer comparison methods, actor measures, data exploration, and network 
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generation. For each topic, a quick presentation of the relevant theory and methods will be followed by a 

practical application on a real pedagogical dataset. The practical tasks can be performed in Python or R; basic 

knowledge of Python or R is useful but not a strict requirement. The course is organised over four consecutive 

days. The first two days, the lecturer presents the theory and the attendees try some practical exercises to get 

familiar with the terminology and the main methods (one 3-hour seminar per day). The third day the 

attendees work independently, by reading and preparing a presentation of some selected papers on 

multilayer networks. On the fourth day, the papers are presented and discussed.   

Hardware for Deep 

Learning   

8    

terzo anno   

Ever since the the breakthrough image recognition achievement, shown by AlexNet in the ImageNet challenge 

of 2012, deep learning has risen to unprecedented levels of popularity and adoption in virtually every aspect 

of today's world. However, the sheer number of computations required for both training and inference of 

state-of-the-art networks is infeasible for execution upon traditional general-purpose computing platforms. 

This has led to an explosion of both research and industrial implementations of acceleration platforms and 

hardware-aware algorithmic approaches for fast and efficient computation of deep learning tasks. 

This course briefly introduces the basic concepts of deep learning and the mechanics of the fundamental 

computations required for inference and training. This is followed by a deep dive into popular methods for 

building hardware to efficiently execute these tasks, as well as an overview of leading hardware-aware 

algorithmic methods to reduce the complexity of the computation. At the end of this six-hour course, the 

students will have an understanding of the deep learning hardware landscape that will enable them to 

approach further research hardware design for artificial intelligence applications, as well as provide basic 

knowledge to software designers about the implications of their code on the underlying hardware.   

Security, Trust and 

Reliability in the 

Internet of Things   

8    

terzo anno   

Abstract. The course is aimed at reviewing and analyzing redundancy-based fault-tolerant techniques for the 

Internet of Things as a paradigm to support two of the main goals of computer security: availability and 

integrity. First, the autonomic computing paradigm will be introduced according to which autonomous 

systems are able to manage errors and failures, and dynamically adapt themselves to changes without the 

need of human intervention. Then, various failure classes identified in the literature will be presented, 

focusing in particular on the fail-stop (a.k.a. crash) and the malicious (a.k.a. byzantine) failures, which to date, 

have been the most addressed failure classes. Finally, we will discuss the main approaches that have been 

used to address failures in three different areas, namely sensing, routing, and control, that are the three main 

tasks performed by the nodes of an IoT network. More in detail, the following contents will be addressed: 

data aggregation, majority voting, and optimal sensor placement algorithms, for the sensing task; 

probabilistic (a.k.a. gossip-based) vs. non-probabilistic multi-path-based protocols, and hierarchical-based 

protocols, for the routing task; state machine replication paradigm, distributed consensus protocols for both 

byzantine and crash faults, and consensus in synchronous vs. asynchronous systems, for the control task. To 

conclude, some references to alternative approaches like detection- and prevention-based techniques, and on 

the type of attacks IoT systems are subject to.   

Statistical data 

analysis and signal 

processing 

techniques for 

imaging and non-

destructive testing   

4    

terzo anno   

The course introduces some statistical data analysis and signal processing techniques for imaging and non- 

destructive testing applications which all rely on the least-squares theory. By starting with solving the linear 

regression problem with noisy data, the least-squares theory will be introduced and its relationship with the 

pseudo-inverse matrix illustrated. The pseudo-inverse approach will be then used to solve generic polynomial 

fitting, regression and non-linear fitting through iterative algorithms. The basic principles of inverse theory 

and deconvolution will be suddenly introduced and then the course will focus on signal processing 

applications, all developed for dealing with optimal deconvolution and linear system characterization in noisy 

environment. Wiener filter theory, matched filter theory, pulse-compression and ARMA modelling will be 

presented and numerical exercises will be done by the students during the course.   

Biomedical Systems 

for Remote Patient 

Monitoring   

4    

terzo anno   

Biomedical systems based on radar adoption represent an emerging technology in telemedicine and Internet 

of Things (IoT). They can remotely measure heartbeat and respiration, speed, and position of a subject even 

through clothes, blankets and many barriers (e.g., glass, doors and some walls), also in totally dark 

environments and in smoke-filled areas. Moreover, measurements can be made unobtrusively over an 

extended period in a supportive home environment offering excellent long-term care benefits. These features 

can effectively be used to measure contactlessly biomedical parameters of strong interest (heartbeat and 

respiration) as well as to detect emergency situations such as sleep disorders, apnea, dyspnea, arrhythmia, 

Sudden Infant Death Syndrome (SIDS), and fall incidents. This opens a multitude of applications in home and 

clinical environments. 

This course reviews recent advances in biomedical and healthcare applications of radars, by recalling the 
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operational principles and focusing on advanced signal processing techniques. Validations of this technology 

will be also discussed.   

Drones for 

measurements and 

measurements for 

drones: current 

applicative 

scenarios and 

future prospective   

4    

terzo anno   

Drones are becoming popular as carrier for several sensors and measurement systems, due to their low 

weight, small size, low cost and easy handling, which make them flexible and suitable in many measurement 

applications, mainly when the quantity to be measured is spread over a wide area or it lies in human-hostile 

environments. However, the drone itself can interact with both the measurand and the sensors, thus 

influencing the measurement results, and as consequence the performance of the whole application. For this 

reason, the drone equipped with the sensors must be thought as a measurement platform and must be 

characterized as a whole. 

The course program consists of the following topics: 

- A Description of the general architecture of a drone, by highlighting its subsystems and the 

parameters that can influence the on-board sensors and measurement systems. 

- An overview of the sensors and measurement systems that can be embedded on the drone, by 

presenting their operating principle and applications. 

- A description of some measurement applications that use drones. For such applications, the 

measurement chain is analyzed, and the influence of the flight parameters is taken into account to 

assess the measurement uncertainty. 

- A review of test benches used for the electrical and mechanical testing of drones and their 

components. 

- A description of compressed sensing algorithm applied to images acquired from drones.   

Novel device and 

architecture 

concepts for CMOS 

Logic scaling: a 

reliability engineer 

perspective   

4    

terzo anno   

Despite the slowdown of the traditional transistor gate length scaling from one technology node to the next, 

Moore’s law is alive and well and keeps dictating the performance enhancement and cost scaling pace of 

CMOS technology. This has been sustained in recent years by the introduction of several disruptive process 

technology innovations (e.g., strain engineering for mobility enhancement as of the 90nm node, high-k/metal 

gate introduction as of the 45nm node, multi-Vth offering by gate metal stack engineering enabled by the so-

called Replacement Gate integration introduced as of the 32nm node), of a novel device architecture 

(transition from the traditional planar transistor structure to the finFET as of the 22nm node), and of a novel 

channel material (SiGe for enhanced hole mobility as of the 5nm node). 

We will review these recent innovations and discuss device architectures and novel integration concepts which 

are currently considered for possible introduction in next CMOS technology nodes, such as: Gate-All-Around 

nanowires or nanosheets, Complementary-FETs, Sequential 3D stacking of multiple device tiers within a single 

chip fabrication flow, Buried Power Delivery Network. 

While technology innovation is primarily driven by performance enhancement requirements, novel devices 

need to guarantee traditional standards in terms of reliable operation, despite the inherently increased 

fabrication complexity. Device reliability is therefore a crucial aspect that needs to be carefully assessed early 

on when down selecting options for future technology nodes. 

We will review the physics of the main CMOS device degradation mechanisms (Bias Temperature Instabilities, 

Hot Carrier Degradation, Time-Dependent Dielectric Breakdown, Self-Heating Effects), and discuss the 

challenges and opportunities that novel device and architecture concepts present in terms of device 

reliability.   

Wearable 

Computing Systems 

and Body Sensor 

Networks   

4    

terzo anno   

Wearable computing is a relatively new area of research and development that aims at supporting people in 

different application domains: health-care (monitoring assisted livings), fitness (monitoring athletes), social 

interactions (enabling multi-user activity recognition, e.g. handshake), videogames (enabling joystick-less 

interactions), factory (monitoring employees in their activity), etc. Wearable computing is based on wearable 

computing devices such as sensor nodes (e.g. to measure heart rate, temperature, blood oxygen, etc), 

common life objects (e.g. watch, belt, etc), smartphones/PDA. Wearable computing has been recently boosted 

by the introduction of body sensor networks (BSNs), i.e. networks of wireless wearable sensor nodes 

coordinated by more capable coordinators (smartphones, tablets, PCs). 

Although the basic elements (sensors, protocols, coordinators) of a BSN are available (already from a 

commercial point of view), developing BSN systems/applications is a complex task that requires design 

methods based on effective and efficient programming frameworks. In this course, we will introduce 

programming approaches and methods to effectively develop (model, implement and deploy) efficient BSN 

systems/applications. Moreover, we also provide new techniques to integrate BSN-based wearable systems 

with more general Wireless Sensor Network systems and with Cloud computing as well as Platform-based 

Design Methodology for BSNs. From the practical viewpoint, the course is based on the SPINE project 

(http://spine.deis.unical.it), currently led by Prof. Fortino’s research group. Specifically, the course will be 
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based on the SPINE open-source framework to provide students with hw/sw tools for the development of 

“their” example wearable computing systems.   

 


